Colorimetric and Spectral Characterization of a Color Scanner Using Local Statistics
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The accuracy of scanner characterization is usually affected by two factors. First, the statistics may vary for individual color samples and, second, the behavior of the scanner may depart from the linear reflectance model. This article proposes a method of colorimetric and spectral characterization for a color scanner using local statistics to deal with these problems. The experimental results showed that the proposed method significantly outperforms one using global statistics. The color accuracy of the colorimetric characterization is slightly better than that of the spectral one, while cross-media metamerism exists for both methods.


Introduction
Recently, imaging devices such as digital cameras and scanners have become widely used in a variety of applications, and, as a consequence, the faithful exchanging of color information between different devices is becoming an important issue. The characterization establishes the relationship between the device-dependent responses and device-independent color representation, i.e., CIE tristimulus values and spectral reflectance values, of imaging devices. The colorimetric characterization has been studied extensively in the past decade, while the spectral characterization is now starting to attract attentions.

Typical techniques used for colorimetric characterization are least squares based polynomial regression, look-up-table with interpolation and extrapolation, and artificial neural networks. The polynomial regression is perhaps the most frequently adopted technique in colorimetric characterization because of its simplicity and good performance. The use of different high order terms in polynomial regression and their influence on the characterization performance were carefully studied. A major drawback of the colorimetric characterization is its constraint to specific combinations of illuminant and observer functions. When either the illuminant or the observer function changes, the characterization process has to be performed again. The spectral characterization recovers the spectral reflectance of a color sample from its responses produced by imaging devices. The spectral sensitivity (or responsivity) of the imaging system plays as an important role in the spectral characterization. Since it is difficult and costly to measure the spectral responsivity of a scanner, many researchers tried to recover it mathematically. Based on the recovered spectral responsivity, different techniques were proposed for the spectral characterization of digital cameras and scanners. A common assumption of these techniques is that the spectral sensitivities (or responsivity) of the imaging system are accurate enough. However, for a real scanner, its spectral sensitivity may considerably depart from the linear reflectance model, and thus one cannot ensure whether those techniques still work when the mathematically recovered spectral responsivity is not accurate enough.

For both colorimetric and spectral characterization the performance is closely related to the correlation between the device responses and the device-independent measurement data of color samples. For polynomial regression, one may find that a small number of terms is insufficient to describe the total correlation of the colors, while larger number of terms may become over-fitted. This is because that the correlation cannot be described using a single transform from device responses to colorimetric values. For spectral characterization, the statistical distribution of the color samples is also important to the characterization performance as the mapping is from low dimensional device response space to high dimensional reflectance space.

In this article, we propose a method of estimating colorimetric and spectral reflectance values from device responses using the local statistics of the training samples. As the behavior of scanners may depart from the linear reflectance model, spectral responsivity is not explicitly used in the spectral characterization. Instead, we establish the direct transform between scanner re-
sponding CIE XYZ values (or spectral reflectance values) for colorimetric (or spectral) characterization, respectively. The experimental results showed that, in both colorimetric and spectral characterizations, the proposed method performed significantly better than the traditional ones using global statistics.

\section*{Colorimetric and Spectral Characterization of Color Scanner}

When a sample with spectral reflectance \( r(\lambda) \) is viewed under an illumination with spectral power distribution \( L_\text{x}(\lambda) \), the CIE XYZ tristimulus values can be determined according to the color matching function \( x(\lambda), y(\lambda), \) and \( z(\lambda) \) in the visible spectrum range \( \Lambda \) as:\(^19\)

\[
X = K \int_\Lambda L_\text{x}(\lambda) x(\lambda) r(\lambda) d\lambda = \int_\Lambda h_1(\lambda) r(\lambda) d\lambda \tag{1}
\]

\[
Y = K \int_\Lambda L_\text{x}(\lambda) y(\lambda) r(\lambda) d\lambda = \int_\Lambda h_2(\lambda) r(\lambda) d\lambda \tag{2}
\]

\[
Z = K \int_\Lambda L_\text{x}(\lambda) z(\lambda) r(\lambda) d\lambda = \int_\Lambda h_3(\lambda) r(\lambda) d\lambda \tag{3}
\]

where

\[
K = 100/\int_\Lambda L_\text{x}(\lambda) \bar{\gamma}(\lambda) d\lambda \tag{4}
\]

For mathematical simplicity, the continuous functions in Eqs. (1) to (4) can be represented by their sampled counterparts, and the integration can consequently be denoted as summation. If \( N \) uniformly spaced samples are used over the visible spectrum range \( \Lambda \), Eqs. (1) to (3) can be combined and rewritten in the matrix-vector notation

\[
x = \mathbf{h} \mathbf{r} \tag{5}
\]

where \( \mathbf{x} = [X, Y, Z]^T \) (\( T \) denotes transpose) is the vector of XYZ values, \( \mathbf{h} \) is the \( 3 \times N \) matrix of \( h_k(\lambda) \) \( (k = 1, 2, 3) \), and \( \mathbf{r} \) is the \( N \times 1 \) vector of \( r(\lambda) \).

Theoretically, for an ideal color scanner, the response of the \( k \)th \( (k = 1, 2, 3) \) sensor at a particular pixel can be determined as:\(^20\)

\[
u_k = \int_\Lambda L_\text{fk}(\lambda) d(\lambda) r(\lambda) d\lambda + b_k + n_k
\]

\[
= \int_\Lambda m_k(\lambda) r(\lambda) d\lambda + b_k + n_k \tag{6}
\]

where \( f_k(\lambda) \) is the spectral transmittance of the \( k \)th color filter, \( d(\lambda) \) is the spectral sensitivity of the detector in the measurement, \( L_\text{fk}(\lambda) \) is the spectral radiance of the scanner illuminant, \( b_k \) is a constant bias response, and \( n_k \) is signal independent noise. As the filter transmittance, sensor sensitivity, and illuminant radiance are unknown, it is convenient to group them into one quantity \( m_k(\lambda) = f_k(\lambda) d(\lambda) L_\text{fk}(\lambda) \), which we refer to as scanner spectral responsivity in this study.

Equation (6) can also be written in its matrix vector notation as

\[
\mathbf{v} = \mathbf{M} \mathbf{r} + \mathbf{b} + \mathbf{n} \tag{7}
\]

where \( \mathbf{v} \) is the \( 3 \times 1 \) vector of \( v_k \), \( \mathbf{M} \) is the \( 3 \times N \) matrix of \( m_k(\lambda) \), \( \mathbf{b} \) is the \( 3 \times 1 \) vector of \( b_k \), and \( \mathbf{n} \) is the \( 3 \times 1 \) vector of \( n_k \). Let \( \mathbf{U} = \mathbf{V} - \mathbf{b} \), Eq. (7) becomes

\[
\mathbf{U} = \mathbf{Mr} + \mathbf{n} \tag{8}
\]

Practically, the actual response of a scanner \( r_k \) of the \( k \)th sensor is subject to a nonlinear input-output function known as optoelectronic conversion function (OECF) \( F_\text{fk} \) as the following:\(^15\)

\[
r_k = F_\text{fk}(v_k) \tag{9}
\]

The OECF is a monotonically increasing nonlinear function that can be derived by scanning a series of gray patches.

The colorimetric characterization is to calculate the CIE XYZ values \( \mathbf{x} \) from the linear scanner responses \( \mathbf{V} \) or \( \mathbf{U} \). Due to technical reasons such as signal-to-noise ratio (SNR) and filter design, \( \mathbf{x} \) is generally not a linear transformation of \( \mathbf{V} \) or \( \mathbf{U} \). Hence, the adoption of high order and cross-term in polynomial regression is necessary. Hong et al.\(^3\) found that 11 polynomial terms could produce satisfactory results in digital camera characterization, while Herzog et al.\(^9\) further investigated the influence of different combination of high order polynomial terms. Considering that the characterization principle of a scanner is similar to that of a digital camera, we also use second-order polynomial terms. Therefore, the colorimetric characterization is to find a \( 3 \times L \) \((L = 10)\) matrix \( \mathbf{Q} \) to map scanner responses to CIE XYZ values:

\[
\mathbf{x} = \mathbf{Qg} \tag{10}
\]

where

\[
\mathbf{g} = [v_1, v_2, v_3, v_1^2, v_2^2, v_3^2, v_1 v_2, v_1 v_3, v_2 v_3, 1]^T \tag{11}
\]

is a polynomial term vector. Let \( \mathbf{x} \) and \( \mathbf{g}_j \)(j = 1,2,3…) be the jth CIE XYZ value and polynomial term vector of the jth training sample, respectively, then the transform matrix \( \mathbf{Q} \) can be solved using Moore–Penrose pseudo-inverse\(^21\) as the following

\[
\mathbf{Q} = (\mathbf{XG}^T)(\mathbf{GG}^T)^{-1} \tag{12}
\]

where \( \mathbf{X} = [\mathbf{x}_1, \mathbf{x}_2, \mathbf{x}_3, \ldots ] \), and \( \mathbf{G} = [\mathbf{g}_1, \mathbf{g}_2, \mathbf{g}_3, \ldots ] \).

For spectral characterization, the convenient solution is to estimate the reflectance vector \( \hat{\mathbf{r}} \) from the linear response vector \( \mathbf{u} \) by an \( N \times 3 \) matrix \( \mathbf{W} \):

\[
\hat{\mathbf{r}} = \mathbf{Wu} \tag{13}
\]

We regard the estimation of spectral reflectance from linear response as determining the linear transform matrix \( \mathbf{W} \) in Eq. (13) such that \( \hat{\mathbf{r}} \) is a close replica of \( \mathbf{r} \) in minimum mean square error (MMSE) sense. Thus, with

\[
J = E[\|\mathbf{r} - \hat{\mathbf{r}}\|^2], \tag{14}
\]

where \( E \) denotes statistical expectation operator, the problem is to determine \( \mathbf{W} \) that minimizes \( J \). By differentiation of \( J \) with respect to \( \mathbf{W} \), we get the Wiener–Hopf equation\(^22\)

\[
\mathbf{W} = \mathbf{R}_\mathbf{nn} \mathbf{R}_\mathbf{rr}^{-1} \tag{15}
\]

where
The calculation of transform matrix \( W \) becomes
\[
W = \mathbf{K}_g \mathbf{M}^T (\mathbf{M} \mathbf{K}_g \mathbf{M}^T + \mathbf{K}_n)^{-1}
\]
(18)
where
\[
\mathbf{K}_g = \langle \mathbf{rr}^T \rangle
\]
(19)
\[
\mathbf{K}_n = \langle \mathbf{nn}^T \rangle
\]
(20)
with \( \langle \rangle \) being the ensemble average.23 Equation (18) is widely used in multispectral imaging and spectral characterization.16,17 An implicit assumption of this equation is that the spectral responsivity is accurate enough. However, for a real scanner, its behavior may depart from the linear reflectance model considerably, and thus the transform matrix \( W \) should not be calculated according to Eq. (18). In this case, we consider Eq. (15) is more appropriate as it does not explicitly incorporate the spectral responsivity.

Characterization Using Local Statistics

It is noticed that the calculation of matrix \( Q \) (or \( W \)) is highly relevant to the correlation between \( V \) and \( x \) (or \( r \)) of the training samples. In some cases, we may be able to estimate the transform matrix \( Q \) and \( W \) using all the available training samples in database. More commonly, however, the statistics or correlation matrix may be considerably different for individual samples.16 Hence, the global correlation matrix might be insufficient to describe the transform relationship. The feasible alternative is to calculate the local statistics using neighboring training samples instead of the global one.

It is important to decide how many training samples should be involved in the colorimetric and spectral characterization respectively. The estimation using too few training samples might be heavily biased by noise, while using too many training samples might fail to describe the local statistics accurately. If we let \( N_r \) and \( N_v \) be the number of training samples in the colorimetric and spectral characterization respectively, the problem is to decide the value of \( N_r \) and \( N_v \) so that the characterization error is considerably small.

Let the linear response of the candidate sample and the \( i \)th training sample in database be \( \mathbf{V}_t \) and \( \mathbf{V}_i \), respectively. We calculate the Euclidean distance between \( \mathbf{V}_t \) and \( \mathbf{V}_i \) in the linear RGB color space
\[
d_i = ||\mathbf{V}_t - \mathbf{V}_i||
\]
(21)
Before choosing the neighboring training samples of \( \mathbf{V}_t \), we rearrange the training samples in ascending order according to the distance \( d_i \) as \( \mathbf{V}_{i1}^*, \mathbf{V}_{i2}^*, ..., \mathbf{V}_{iN}^* \), etc.

When the training samples are not uniformly distributed in the color space, it is possible that some candidate samples have many close neighboring training samples, while some others do not. To simulate the real characterization problem, we further exclude the candidate sample \( \mathbf{V}_t \) itself in the selection of training samples. Therefore, the training samples are selected from \( \mathbf{V}_{i1}^* \) to \( \mathbf{V}_{iN_r}^* \), (or \( \mathbf{V}_{iN_v}^* \),) for colorimetric (or spectral) characterization.

Experiments and Discussion

In the experiments, a flatbed color scanner, Epson GT-10000+, was used in characterization. Color adjustment functions of the scanner were disabled in the scanning process. The color targets used were GretagMacbeth ColorChecker Chart (MCC), GretagMacbeth ColorChecker DC (CDC), and Kodak Gray Scale Q-14 (Q14). These three color targets were scanned in at a resolution of 72 dpi. The dark color patches (A2, A5, A8, A11, etc.) of the CDC target were not used since they do not reflect enough light. The glossy ones (S1-T12) of the CDC target were also not used. For each color patch, its mean responses were calculated in a small center area so that the effect of stray light from neighboring patches can be neglected. The reflectance data of the color patches on color targets MCC, CDC, and Q14 were measured by the GretagMacbeth spectrophotometer CE-7000A across the visible spectrum from 400 to 700 nm with a sampling interval of 10 nm. Small aperture, UV and specular included measurement conditions were used. The CIE XYZ values of the color patches were calculated under illuminant \( D_65 \) and CIE 1931 two degree observer function.

The inverse OECF \( F_{-1} \) was built using the gray color patches of Q14, and then the linear responses \( V \) of the color patches on the MCC were obtained according to Eq. (9) by regarding the \( F_{-1} \) as a one-dimensional look-up-table. Several constraints, such as smoothness, positivity, and reproduction accuracy, were introduced according to inequalities of Eqs. (22) to (24), in recovering spectral responsivity.

\[
\|2M_k(i) - M_k(i-1) - M_k(i+1)\| < \varepsilon
\]
(22)
\[
M_k \geq 0
\]
(23)
\[
|v_k - M_k x| \leq \delta
\]
(24)
where \( \varepsilon = 1.0 \) and \( \delta = 0.01 \). \( M_k \) is the \( k \)th \((k = 1, 2, 3)\) \( 1 \times N \) vector of matrix \( M \), and \( M_k(i) \) is the \( i \)th element of vector \( M_k \). This problem can be regarded as constrained least squares and can be solved using standard mathematical methods such as the routine \( lsqin \) in Matlab. The solved spectral responsivity is shown in Fig. 1 and the calculated \( b = [2.03, 2.41, 1.51]^T \), using the 24 color patches on MCC. As shown, the spectral responsivity at some wavelengths is slightly below 0, which conflicts with Eq. (23). This is due to the over stringent constraints with the inequalities of Eqs. (22) to (24) for the scanner used, and the spectral responsivity shown in Fig. 1 is the optimal solution under these constraints. Nevertheless, the shape of the responsivity seems quite reasonable. We simulated the linear response of MCC and CDC using the measured reflectance data and the recovered \( M \) according to Eq. (9) by assuming the noise vector \( n = [0, 0, 0]^T \). The errors between actual and simulated linear responses are shown in Table I. It can be seen that the errors of the blue channel are slightly larger than those of the red and green channels. In addition, the mean and standard deviation of the absolute errors of the test target CDC are approximately two times larger than those of MCC. This clearly indicates that the recovered spectral responsivity is not accurate enough. It is considered that the scanner departs from the linear reflectance model as the errors for some color patches are relatively high. Therefore, as expected, the recovered \( M \) should not be used in Eq. (18) for spectral reflectance estimation.
The colors on the target CDC were used as the training sample database. The mean CIE 1994 color difference $\Delta E_{94}^*$ under standard illuminant D65 for different values of $N_c$ and $N_s$ were plotted in Fig. 2. It was found that in both colorimetric and spectral characterization, the mean color difference decreases first and then increase steadily with the increasing of the number of training samples. It was considered that $N_c = 40$ and $N_s = 20$ is appropriate for the target CDC in this study. The value of $N_c$ and $N_s$ may be different when different color targets, as the selection of training samples are related to the color distribution in color space.

The colorimetric and spectral characterization were conducted for CDC using local statistics ($L_c = 40$ and $L_s = 20$) and global statistics. For spectral characterization, its accuracy can be evaluated using the spectral root mean square (SRMS) error defined as follows:

$$\text{SRMS error} = \sqrt{\frac{(r - \hat{r})^T (r - \hat{r})}{N}}. \quad (25)$$

An alternative metric is to calculate the color difference $\Delta E_{94}^*$ under various illuminants such as CIE D65, CIE A and CIE F2. The evaluation results are given in Table II. It is found that in either color difference or SRMS error, the local method significantly outperforms the global one. For colorimetric characterization, since it is constrained to a single illuminant, only the $\Delta E_{94}^*$ of illuminant CIE D65 was calculated and illustrated in Table III. Again, the characterization results using local statistics are better than the ones using global statistics. From Tables II and III, the mean and standard deviation of color difference of the colorimetric characterization are lower than for the spectral one in all cases. This is due to the reason that the former maps low dimensional color space to low dimensional color space, while the latter maps low dimensional color space to high dimensional spectral reflectance. The transform of the latter is therefore much more likely to suffer from the inconsistent statistics of the training samples. The main advantage of the spectral characterization over the colorimetric one is that it is not constrained to single observer and illuminant.

In addition to testing the characterization performance on CDC itself, it is also of interest to evaluate the cross-media metamerism between different color targets such as MCC. From Tables II and III, the color differences of both the spectral and colorimetric characterizations using different color targets are considerably larger than those using the same targets. This observation is expected in the spectral characterization, since the transform from spectral reflectance to device response is a many-to-one problem. That is, given a low dimensional device response $U$, it is usually insufficient to reconstruct its corresponding high dimensional spectral reflectance $r$ accurately. However, as pointed out by Sharma and Wang,24 when the domain of the spectral reflectance is restricted to the same media, the spectral characterization becomes a one-to-one problem, and the accurate reconstruction of spectral reflectance is possible. For the colorimetric characterization, as the color matching function $h$ of human eye and the spectral responsibity $M$ of scanner is always not the same, two color patches producing the same RGB values will pro-
TABLE II. Mean, standard deviation (Std.), and maximum (Max.) of color difference under various illuminants, and SRMS error for the spectral characterization when using local and global statistics. The training samples were from CDC, and the testing sample were from CDC (same targets) and MCC (different targets), respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Same targets</th>
<th>Different targets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std.</td>
</tr>
<tr>
<td>CIE D65 $\Delta E_94^*$</td>
<td>3.14</td>
<td>2.41</td>
</tr>
<tr>
<td>Spectral CIE A $\Delta E_94^*$ (Global)</td>
<td>2.44</td>
<td>2.30</td>
</tr>
<tr>
<td>CIE F2 $\Delta E_94^*$</td>
<td>3.27</td>
<td>2.89</td>
</tr>
<tr>
<td>SRMS error</td>
<td>0.027</td>
<td>0.022</td>
</tr>
<tr>
<td>CIE D65 $\Delta E_94^*$</td>
<td>1.76</td>
<td>1.34</td>
</tr>
<tr>
<td>Spectral CIE A $\Delta E_94^*$ (Local)</td>
<td>1.19</td>
<td>0.96</td>
</tr>
<tr>
<td>CIE F2 $\Delta E_94^*$</td>
<td>1.63</td>
<td>1.32</td>
</tr>
<tr>
<td>SRMS error</td>
<td>0.018</td>
<td>0.017</td>
</tr>
</tbody>
</table>

TABLE III. Mean, standard deviation (Std.), and maximum (Max.) of $\Delta E_94^*$ under D65 illuminant for the colorimetric characterization when using local and global statistics. The training samples were from CDC, and the testing sample were from CDC (same targets) and MCC (different targets), respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Same targets</th>
<th>Different targets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std.</td>
</tr>
<tr>
<td>Colorimetric (Global)</td>
<td>2.69</td>
<td>2.48</td>
</tr>
<tr>
<td>Colorimetric (Local)</td>
<td>1.37</td>
<td>1.24</td>
</tr>
</tbody>
</table>

Conclusions

In this article, we proposed a method of colorimetric and spectral characterization using local statistics of training samples. The colorimetric characterization is based on polynomial regression, while the spectral characterization is based on a minimum mean square error criterion without the explicit use of spectral responsivity. This method is considered to be applicable to real scanners, as their behavior may depart from the linear reflectance model, and the statistics may be different for individual color samples. The experimental results show that the proposed method significantly outperforms the traditional ones using global statistical information. In addition, the performance of the colorimetric characterization is slightly better than that of spectral characterization in terms of mean color difference. Nevertheless, the mean error for both of them are below 1.7 $\Delta E_94^*$, which is considered to be sufficient for many applications. The characterization was also evaluated by using training samples on CDC and testing samples on MCC. It is noted that, due to the cross-media metamerism, the proposed characterization method is not generic, but limited to single media.
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